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RESULTS & DISCUSSION

Automatic Evaluation
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Human Evaluation
Task 1: Relevancy Rating of S3’

GPT-3 results generated better continuations in idiomatic cases.

DATA SAMPLES
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WHAT NEXT?

 Variation of prompts to be explored.

A data sample from the PT data. EN samples are not included because of » Usage of more recent models.
space limit. * What about idioms in low resource languages?

RESEARCH QUESTION CODE & PAPER

Do language models trained on extensive text @5
corpora of human language, perform differently or AR ST
similarly under contexts containing literal and
Idiomatic expressions?




